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Ubiquitous computing requires robust and sustainable sensing techniques to detect users for explicit and implicit inputs.
Existing solutions with cameras can be privacy-invasive. Battery-powered sensors require user maintenance, preventing
practical ubiquitous sensor deployment. We present OptoSense, a general-purpose self-powered sensing system which senses
ambient light at the surface level of everyday objects as a high-fidelity signal to infer user activities and interactions. To
situate the novelty of OptoSense among prior work and highlight the generalizability of the approach, we propose a design
framework of ambient light sensing surfaces, enabling implicit activity sensing and explicit interactions in a wide range of use
cases with varying sensing dimensions (0D, 1D, 2D), fields of view (wide, narrow), and perspectives (egocentric, allocentric).
OptoSense supports this framework through example applications ranging from object use and indoor traffic detection, to
liquid sensing and multitouch input. Additionally, the system can achieve high detection accuracy while being self-powered
by ambient light. On-going improvements that replace Optosense’s silicon-based sensors with organic semiconductors (OSCs)
enable devices that are ultra-thin, flexible, and cost effective to scale.
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Fig. 1. Application scenarios of OptoSense: (1) Medication reminder. (2) Door open sensing. (3) Presence detection. (4) Liquid
sensing. (5) Step counting wristband. (6) Indoor traffic sensing. (7) 2D multitouch input. (8) Hover gesture input. (9) Hover
gesture input with extended range.

1 INTRODUCTION

Many human activities interfere with ambient light in a predictable and detectable way in that our activities
implicitly or explicitly block the paths of ambient light in our environment (Fig. 1). For instance, opening and
closing a door, a drawer, or a container implicitly affects the amount of light incident upon inner surfaces of these
objects. Similarly, as we walk, our inner arms are periodically blocked from ambient light, and when we take a
sip of coffee, the liquid submerges the lowered portion of the inner surface of its container and blocks light on it.
This phenomenon also happens during explicit interactions such as touch input; the shadow of the user’s hand
gets darker and better defined as it gets closer to a surface, which can be leveraged for touch and hover input.
With OptoSense, we develop a self-powered optical sensing surface to leverage ambient light interference
patterns due to human activities as a general-purpose signal at the surface level of everyday objects for activity
recognition as well as novel interaction techniques. Through strategic integration with the physical surfaces of
everyday objects, OptoSense can capture ambient light signals that are most relevant to the events of interest using
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arrays of photodetectors. In comparison to a camera, which is also a general-purpose optical sensing platform,
Optosense’s ability to capture the most relevant signals means that we can use fewer pixels (as little as one),
lower complexity algorithms (such as simple thresholding), and ultra-low-power systems for local computation.
OptoSense has four main advantages which make it more practical compared to cameras. First, OptoSense has
a flexible form factor that allows it to conform to various shapes and geometries of everyday objects and
capture field of views (FoVs) that are too large or difficult to access for a conventional camera. Second, the
strategic integration and the relatively low spatial resolution of OptoSense decreases the probability of capturing
unintended information, better preserving user privacy. Third, low power systems can more feasibly achieve
self-sustained operation through energy harvesting, reducing maintenance efforts as their sheer number
increases. Last but not least, the cost of a compact camera is typically higher than a few photodetectors, such
that OptoSense is more cost effective for scaling to ubiquitous deployment on everyday objects.

OptoSense is inspired by recent work which demonstrated the opportunity to use ambient light sensing to
support interactivity with pre-defined gestures on wearable devices or on static surfaces [29, 31, 56, 57]. In
comparison, we are particularly interested in generalizing light sensing as a truly “ambient” technology that is
not limited to a few niche interactions but can enable an expressive design space once distributed onto surfaces of
everyday objects at scale. In this regard, we create a design framework for ambient light sensing surfaces which
expands upon previous work by presenting our approach and implementation that uniquely enable a wide range
of applications.

Specifically, OptoSense consists of off-the-shelf photodetectors, microcontrollers, and flexible photovoltaic
(PV) cells to provide a self-powered ambient light sensing surface. OptoSense uses flexible printed circuits
(FPCs) to conform to everyday surfaces, and 3D-printed flexible optical masks to achieve desired fields of view
and sensing ranges. In addition to the system, we also present a design space (Fig. 5) based on variations of
parameters, including activity type (implicit, explicit), sensing dimensions (0D, 1D, 2D), field of view (wide,
narrow), and sensing perspective (egocentric, allocentric), with a comprehensive set of example applications of
both previous research and those that are uniquely proposed in this work. Through this design space, we provide
design guidelines for OptoSense, hoping to provide further inspirations for future work on ambient light sensing
surfaces. Moreover, we demonstrate OptoSense with several representative applications, the evaluation of which
indicates that our system is accurate and robust under different lighting conditions.

Finally, we investigate the possibility of replacing silicon-based photodetectors with organic semiconductors
(OSC) with much thinner and flexible form factors, and amenability to additive mass manufacturing processes
that drive down the cost. With some preliminary results, we demonstrate the feasibility of OSC-based ambient
light sensing surfaces that could achieve the above properties, which offer a practical path towards ubiquitous
deployment for Internet of Things, smart environments, and ultimately achieving ubiquitous computing.

2 RELATED WORK
2.1 Distributed Sensing on Everyday Surfaces

Weiser [59] and Ishii [18] have envisioned a world where physical objects and computing are inseparable. As the
appearance and functionality of electronics and everyday objects are converging, we see more research exploiting
the surfaces of objects to mediate our direct manipulation of the objects.

Prior work has demonstrated sensing surfaces by utilizing patterned conductive materials. For instance, inkjet
printing has been used to produce touch sensing circuits on paper with a home printer [22]. Wall++ [66] applied
conductive paints to walls to enable room-scale capacitive and electromagnetic sensing. Touch sensing has also
been achieved by Electric Field Tomography on conductive materials which can be easily coated onto everyday
objects [63, 65]. Jacquard [39] and I/O Braid [38] employed conductive yarns to fabricate interactive textiles
as wearable interfaces. Duoskin [21] explored temporary tattoos with conductive materials that support touch
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interaction on human skin. Objectskin [11] demonstrated hydroprinting conductive materials onto rigid and
flexible everyday objects. It is also possible to leverage other materials and physical phenomena for interactive
sensing, such as piezoelectric films for touch sensing [41], optical fibers for grasp sensing [60], and triboelectric
cord for self-deformation sensing [45]. Enabling a wide range of form factors and use cases, these technologies
have illuminated a promising path of distributed sensing on everyday surfaces by leveraging the ease of fabrication
and deployment of conductive materials, using additive technologies such as printing or painting on a variety
of substrates. Optosense’s increased sensing range extends previous work on touching and hovering to allow
monitoring of implicit activities. In addition, Optosense’s low power budget allows large-scale applications and
deployments, and its sensing is not affected by being mounted on metallic surfaces such as refrigerators.

2.2 Self-Sustained Sensing

There is an increasing body of research on self-sustained ubiquitous sensing by energy harvested from the
environment, which is also relevant to our system. Many energy sources have been explored, including solar
[29, 31, 36, 49, 51, 55, 56] and RF backscattering [10, 26, 30, 35, 40, 43, 50]. Other less common energy sources
include thermal [67], hydraulic 8], kinetic [46], triboelectric [2, 45], and combining multiple energy types for a
coverage of wider range of activities [64].

Sunlight and artificial light are among the most common energy sources for self-sustained systems due to their
pervasiveness in our living environments and that they can be harvested with photovoltaic (PV) cells. Compared
to commonly used rigid crystalline silicon (c-Si) PV cells, amorphous silicon (a-Si) PVs can be flexible and can
conform to everyday objects. Under indoor illumination conditions, the power conversion efficiency (PCE) of ¢-Si
and a-Si PV cells is typically below 10% (with a theoretical maximum PCE of 22%) because they are optimized
to operate at high irradiance conditions [32]. However, the PCE of emerging flexible PV technologies such as
those based on perovskite and organic semiconductors have improved significantly, with values as high as 36%
(perovskite PV) and 27.8% (OPV) under indoor illumination conditions (white LED) [6]. These PV technologies
could provide at least 250 yW/cm? of electrical power under indoor illumination where the energy density varies
from 0.1 - 1 mW /em? [9]. Although we demonstrate OptoSense with commodity a-Si PV cells, emerging flexible
PV cells will enable significant reductions of the PV footprint.

It is also possible to use multiple silicon photodiodes to increase the total effective area to harvest energy
[29, 36, 51]. With a smaller footprint, photodiodes can be mounted on flexible substrates to achieve certain level
of flexibility. Despite its strength, the number of photodiodes needed to provide enough energy for functionalities
such as computation and communication is quite high. Additionally, the dual use of photodiodes for sensing and
energy harvesting often adds to the computational and circuit complexity. Both lead to an increased cost of the
system. In this paper, we use separate energy harvesting and optical sensing for the benefit of power, cost, and
design complexity.

2.3 Optical Sensing

More relevant to OptoSense are prior approaches which also leverage optical sensing as a general-purpose
approach for sensing human activities and interactions. The field of human-computer interaction (HCI) has
seen a long history of coupling optical sensors with other human-computer interfaces to enhance their input
modalities. Previous work has leveraged infrared (IR) receivers (e.g., photodiodes, phototransistors) and emitters
(e.g., LEDs) in concert with a wide range of devices, such as embedded beneath a display [13, 14], on the bezel of
a display [1, 33], on a keyboard [12, 52], on the side of a mobile device [7], and on a wearable device [24]. These
sensors capture proximity information of a user’s finger, hand, and arm to enable additional touch, hover, and
gesture input. These examples leveraged light emitters as an active signal source which made them less affected
by ambient light, yet often more power intensive than passive sensing approaches.
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The closest to our approach are prior systems that also utilize ambient light for interactions. For instance, using
exclusively ambient light, Li et al. [29] demonstrated self-powered optical sensing of discrete tap and mid-air
swipe gestures with a 1D photodetector array on a pair of smart glasses or a watch. SolarGest [31] presented
battery-free gesture recognition using a single transparent organic solar panel on a smartwatch. Varshney et
al. [56] showed a similar battery-free solar-cell-based hand gesture recognition system with analog backscatter
communication. However, prior work focused on near-surface interactions with limited sensing dimensions (0D
and 1D) and thus missed the applications that require richer expressiveness of input and longer sensing range.
In comparison, OptoSense extends beyond prior work by enabling continuous multitouch tracking and mid-air
swipe gestures on 2D surfaces of everyday objects, unlocking the potential of numerous applications. Moreover,
as we will discuss in greater detail, the system can be generalized to recognize user activities, which uniquely
enables a wide range of smart home and IoT applications.

It is also possible to deploy optical sensors in a room to sense implicit human activities at a room scale. Li et al.
[27, 28] deployed frequency-modulated LEDs on the ceiling and photodiodes on the floor to extract a real-time
user skeleton from light blocking information. Without modifications to lighting infrastructure, Venkatnarayan
and Shahzad [57] demonstrated ambient light whole-body gesture recognition using light sensors on the floor
and a PC running machine learning algorithms. We extend ambient-light-based activity sensing by investigating
three sensing dimensions (0D, 1D, and 2D) and two sensing perspectives (egocentric and allocentric) combined
with a self-powered system for on-board local computation and wireless communication.

3 PRINCIPLES OF AMBIENT LIGHT SENSING

OptoSense senses changes in the intensity of ambient light incident upon a surface to reveal meaningful informa-
tion related to object or human behaviors. In a typical lighting environment, light impinges a photodetector’s
surface from all directions within its field of view (FoV): direct light from point light sources and diffuse light from
surface reflections. An object within the photodetector’s FoV will change the photodetector’s total incident light
intensity depending upon the object’s opacity, the distribution of ambient light, and the solid angle subtended by
the object, as seen from the photodetector. To understand the relationship between these factors, first consider
the optical power received by a bare unblocked photodetector of area A;:

T (€]
o, = /0 Ty /O AgLs(6,)sin()cos(0)d0 (1)

where Lg(6, ) is the angular-dependent radiance of the scene, i/ is the azimuthal angle, 6 the polar angle, and ©
is the chief ray angle which defines the field of view (FoV). In a scene, the illumination conditions can produce a
radiance distribution that can be quite complex, resulting from a combination of point or small-area sources (e.g.,
the sun, a light bulb, stars), specular reflections (e.g., from metals), and diffuse sources (e.g., light reflected from
the ceiling, the sky, etc.). For simplicity but without losing generality, we assume that L(6, /) = L. That is, the
ambient light illumination is uniform and independent of the angle (i.e., the Lambertian approximation). The chief
ray angle © is defined as the ray that starts at the edge of a light source, passes through the center of the aperture
stop of an optical system and ends at the edge of the field stop (here the edge of the photodetector). Note that ©
can be a function of i in the absence of radial symmetry. If a photodetector is used without a limiting aperture
(i.e., the aperture stop is also the field stop), the effective chief ray angle will be defined by its angular-dependent
responsivity, or Oy in this case. Therefore, the total optical power of the scene on a bare photodetector can be
simplified as:

Dscene = ”AdLSin2(®d) (2)
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If an object of opacity x blocks light from the scene within a polar angle ©,;, the optical power onto the
photodetector will be reduced by ®.; = KﬂAdLsinz(Gobj). As shown in Fig. 2 (a), the object being detected is
represented by a disk of radius r and size 772, located directly above the photodetector at distance d, such that
the ratio of optical power being blocked can be described:

Dopj Ksinz(Gobj) B Kr2 )
Dscene B Sin2(®d) B (rZ +dz)5inz(®d)

o=

We can see that the ratio ¢ is approximately proportional to d 2. As d increases, ¢ decreases rapidly to below
the detection threshold, resulting in a relatively short sensing range. For applications that require a longer sensing
distance beyond a few inches above the surface, we can restrict the FoV of a photodetector with an aperture
stop—an optical mask with opaque and nonreflective light tunnels of controlled height (H) and width (W) on top
of individual photodetectors, similar to the approach followed by Immega et al. [16]. Ambient light coming from
off angles will be blocked by the tunnels while only light within the reduced FoV with chief ray angle ©;,,,,¢; can
reach the photodetector. This situation is preferable to using a lens with a fixed focal length since the aspect ratio
(H/W) of the light tube can easily be modified to control the FoV. Fig. 2 (b) illustrates the effect of the optical
mask on a photodetector. The ratio of optical power being blocked can be amplified as:

B Ksin?(Ogp;) B kr2(W? + 4H?) 4

- $in?(®tunnet) - (r? +d*)w? @

The ambient light blocking ratio ¢ in (3) or (4) is the basis of ambient light sensing, which is affected by
both intrinsic factors (FoV of the photodetector) as well as extrinsic factors (object size, distance, and opacity).
For a single photodetector, the closer ¢ is to 1, the more confident we can be about the presence of an object.
Derivatives of ¢ along the time axis can reveal temporal patterns, and derivatives across multiple photodetectors
of various form factors can subtract additive noise or extract spatial features of the signal. Details of applying

the ambient light sensing principles will be discussed in the following sections as we describe the design and
applications of OptoSense.

Object . .
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Fig. 2. Modeling of sensing range of photodetectors (a) without and (b) with an optical mask. (c) The numerical simulation

versus the actual measurements of the detection range for light tunnels with different heights (mm).

4 OPTOSENSE SYSTEM

In this section, we discuss the design and implementation of OptoSense as a general-purpose self-powered
ambient light sensing system, including analytical and empirical data of its sensing and power requirements.
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OptoSense supports a variety of sensing surface designs, all of which can operate autonomously with harvested
energy. There are two main components of OptoSense: 1) a flexible imaging surface for sensing and energy
harvesting; and 2) a control circuit for power management, computation, and communication. Using off-the-shelf
silicon-based photodetectors, flexible PV cells and substrates, OptoSense implements the imaging surface with
three configurations (i.e., 0D, 1D, and 2D) and can conform to complex everyday surfaces with varying sizes.
The custom control circuit is built around low-power components including a microcontoller, multiplexers, and
a power management integrated circuit (IC) to perform sensing and computation on board, and send results
wirelessly to smart devices (e.g., phones, smart TVs, smart home speakers) via Bluetooth Low Energy (BLE).
The system design aims to show a path towards ubiquitous ambient light sensing surfaces that use emerging
technologies of flexible optoelectronic components.

Conventional

PCB

MUX
(CD74HC4051)

SELECT

Wireless
MCU
(nRF52832)

(«

[ Ve

Power [ vy !

IHH Management
c | (BQ25505)

(@

Fig. 3. OptoSense hardware design: (a) Schematic. (b) Implementations of OptoSense systems using 0D, (c) 1D, and (d) 2D
photodetector arrays.

4.1 Flexible Imaging Surface for Sensing and Energy Harvesting

The imaging surface senses with 0D, 1D, and 2D arrays of photodetectors. OptoSense has a parallel connection
for 1D and a passive imaging array with a row/column polling mechanism for 2D, where each pixel is comprised
of a photodiode and a rectifying diode (to prevent crosstalk). Compared to an active array which uses a transistor
instead of a diode, passive designs require fewer interconnects and less power for switching on/off a pixel. The
rows are connected to a multiplexer on the control circuit, and columns are connected to the analog-digital
converters (ADCs) of the microcontroller and load resistors for converting photocurrent to voltages, as shown
in Fig. 3 (a). Note that this interconnection design can also scale with the number of pixels and be applied to
emerging optoelectronic devices and their fabrication processes.

For the actual prototypes, we implemented the 0D (single pixel), 1D (1 X 8 array), and 2D (8 X 8 array) sensors
on a polymide FPC. Each pixel has a PIN photodiode (BPW34). For 2D configurations, a small signal Schottky
diode (BAS40-02V-V-G) is used per pixel. The photodiodes operate in reverse bias mode for linear response to
light intensity and greater sensing range (versus zero bias mode). The load resistors can be adjusted to achieve a
desired dynamic range. Using 12-bit ADCs, a 10k resistor can measure indoor lighting intensity up to 4k lux with
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a step of 1.5 lux; a 1k resistor can be used for outdoor scenarios (100k lux) but with a lower resolution of 10 lux
steps.

For energy harvesting, we use flexible a-Si PVs (PowerFilm MP3-25 & SP3-37) with a PCE of around 5%
in parallel connections. We placed the flexible PV cells alongside, or even underneath, the semi-transparent
polyimide substrate for energy harvesting from ambient light.

4.2 Optical Mask For Sensing Range Tuning

To extend the sensing range of the photodiodes, we 3D printed optical masks for 0D, 1D, and 2D configurations
(Fig. 4) using a Form 3 printer and the Flexible V2 photopolymer resin from Formlabs. Once cured, the material
becomes opaque, dark colored, rubber-like, and flexible upon bending. We applied the optical mask onto the
flexible sensing surfaces of OptoSense using laser-cut adhesive transfer tapes. The optical mask is designed to
maximally preserve the flexible form factor and cost effectiveness of OptoSense.

(a) (b) (c)

Fig. 4. 3D-printed flexible optical masks showing 10 mm integrated light tunnels. (a) 0D OptoSense with replaceable 5, 15,
20, and 25 mm tunnels. (b) 1D OptoSense. (c) 2D OptoSense.

The FoV of the bare photodiode we use is about 120°; beyond this angular range the responsivity falls off
rapidly due to reflection losses (Fig. 2 (a)). The active area of the photodiode is around 2.65 mm X 2.65 mm, such
that W = 2.65 mm. We varied the height of the light tunnel H to be {5, 10, 20} mm (Fig. 2 (b)). Fig. 2 (c) shows
a comparison of experimental results and numerical simulation of the power measured by a photodetector in
response to a laser-cut plywood disk of 50 mm radius, placed at various distances from the photodetector against
a near hemispheric background constructed with white cardboards. The disk is used to represent objects of
similar shape and size such as a human hand. Despite some misalignment at close distances due to ambient light
reflections from the object, general agreement between simulations and measurements validates that the FoV of
the photodetector controls its sensing range. The sensing range can be defined by an arbitrary threshold of ¢,
below which the object is considered as detected. For ¢ = 40%, the sensing range increases from d = 70 mm with
the bare photodetector to d = 500 mm with the photodetector enclosed inside a light tunnel of H = 20 mm.

4.3 Control Circuit for Power Management, Computation, and Communication

At the core of the control circuit sits a low-power microcontroller (Nordic nRF52832 using an ARM Cortex-M4
CPU), which controls a low-power analog multiplexer (TI cd74hc4051) to switch the rows of the 2D photodiode
array to apply a reverse-bias voltage, samples from each column sequentially with ADCs, processes the sensor
data on-board to extract input information, and communicates wirelessly via BLE.

As lighting conditions vary and fluctuate, we use a low-power boost converter (TI bq25505) and a thin 3.7 V
105 mAh Lithium Ion Polymer battery to store surplus energy from the photovoltaics to serve as a backup power
source when ambient light is low.
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4.4  System Operation and Energy Consumption

The microcontroller duty cycles between sleep and active modes to balance power consumption and fast responses
to interactions. Power management is set to always ON to regulate and store the energy harvested from the PVs.
Within each cycle, the system goes to sleep with the real time clock (RTC) and memory retention on; RTC is
set at fixed intervals to wake up the system to complete the tasks of sensing, processing, and communication.
We set the operating frequency to 10 Hz for motion and input sensing applications, and 2 Hz for state detection
applications where real-time responses are not critical. We measured the power consumption of 0D, 1D, and 2D
OptoSense using the Nordic Power Profiler Kit, averaged for five testing rounds, as shown in Table 1.

Table 1. Power consumption of 0D, 1D (1 X 8 array), and 2D (8 X 8 array) OptoSense (W)

Activity 0D (2Hz) 1D (10 Hz) 2D (10 Hz)
Sleep (w/ RTC and memory retention) 6.9 6.9 6.9
Sensor measurement 1.8 11.7 92.1
Local computation 0.9 9 57
BLE transmission (0dBm) 37 152 154
Total 46.6 179.6 310

Comparing 1D and 2D OptoSense operating at the same frequency (10 Hz), the power consumption of sleep
and BLE transmission remains largely the same while the power consumption of sensor measurement and
computation increases with the number of pixels, such that the area of energy harvesting PV cells should also
increase in proportion to provide extra energy. Note that the power consumption of BLE transmission, as the
most power hungry activity, is optimized by performing local computation and communicating the end results
only. Communicating raw data directly, especially for 2D (8x8 array) OptoSense, will significantly increase the
communication and total energy consumption.

4.5 Energy Harvesting

We investigated the amount of energy the system can harvest in six typical lighting conditions recommended
by the IES Handbook [4], as shown in Table 2. We also adopted these illumination levels in our evaluation to
best reflect realistic scenarios in everyday settings. For accurate measurements, we placed the solar panel of our
system underneath a incandescent light source in a light-blocking enclosure and measured the ground-truth
illumination with a digital light meter.

Table 2. Output of the energy harvesting circuit (bq25505) in various lighting conditions

. . Power (uW)
Condition Hlumination (lux) PowerFilm SP3-37 PowerFilm MP3-25
64.0 x 36.8 (mm) 114.0 x 24.0 (mm)

Easy office work, classes 250 28.8 34,5
Normal office work 500 69.7 121.8
Mechanical workshops 750 1334 250.9
Normal drawing work 1000 214.7 4113
Detail mechanical work 2000 866.1 824.1
Performance of visual tasks 5000 2048.0 3082.3
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According to the measurements (Table 2), 2D (8x8 array) OptoSense can operate indefinitely at 500 lux ambient
light intensity with 3 pieces of MP3-25 PV (82.1 cm?) without an additional backup battery. For 0D or 1D systems,
1 or 2 pieces of PV cells are enough to power under the same ambient light condition. The use of a small battery
can help store the surplus energy when the ambient light is abundant so that it can be supplied later in dim
conditions. Note that at 500 lux the power density generated by the SP3-37 PV and MP3-25 PV was below 4.45
uW/cm? corresponding to a PCE of 3.4%. State-of-the-art OPVs and perovskite PVs have reached PCE above 25%
[32] which correspond to 32 yW/cm? under the same illumination conditions. This advancement means that 2D
OptoSense more realistically will only require PV cells with an area of around 8 cm? to operate continuously.
Emerging flexible PV with high PCE values will enable one order of magnitude reduction over these commodity
a-Si PV cells, such that the PV footprint will be less of a concern.

OptoSense’s energy harvesting significantly improves the utility of the sensor. For example, relying on the the
3.7 V 105 mAh battery (2.8 X 16 X 37 mm) alone only lasts for 6.0 weeks of continuous usage (to the maximum
80% battery depletion) for the 2D OptoSense without harvesting energy from ambient light. With large-scale
deployment onto surfaces of everyday objects, self-sustained operation is necessary to free the user from constant
maintenance efforts of charging or replacing batteries. Another potential advantage of energy harvesting is a
reduction in battery waste. The battery in our circuit can be replaced with a supercapacitor to maintain the
circuit during times of low light.

5 DESIGN FRAMEWORK OF OPTOSENSE

In this section we discuss the design framework of self-powered ambient light sensing. We first describe the
parameters that define the design space followed by design guidelines and recommendations. This design space
is both explanatory and generative. Our goal is to show how past work and OptoSense fit into this design space
and how it serves as an inspiration for new designs of self-powered ambient light sensing surfaces.

5.1 Parameters

We first list the important parameters from both optoelectronic and perceptual perspectives to consider when
designing OptoSense. These parameters listed below, originating from optical sensing or general HCI, reflect
decisions made in previous work and together span the design space of ambient light sensing surfaces.

e Activity type: OptoSense supports both explicit and implicit activities, i.e., activities performed by the
user with either the primary intention of interacting with the computing system or not [44]. OptoSense
can be used as an input device supporting explicit interactions such as touch, hover, or wave [29, 31, 56].
Integrated with everyday objects, OptoSense can also detect ambient light interference patterns, such as
walking or jumping [57, 62], as byproducts of daily implicit activities without altering user behavior or
attention.

o Sensing dimension: The choice of using 0D, 1D, and 2D layouts depends on the desired sensing granu-
larity and spatial resolution of activities. For activities that only need to be sensed if or when it happens,
the OD layout can function as a button [31, 56], or it can detect the state of objects such as a door or a pill
bottle. For activities where we are interested in knowing position, direction, speed, and dynamic patterns
along only one primary axis, the 1D layout can be used. Such examples include an interactive slider [29],
counting steps as we walk, sensing traffic flow in a hallway, or detecting the liquid type and volume in a
container. For activities associated with size, shape, and motion information that span across two axes, the
2D layout can be used. Such examples include touch tracking, hand gestures, body postures [57], indoor
locations [62], and other everyday activities.

o Field of view and sensing range: The choice of using the wide or narrow FoV depends on the desired
sensing range. Bare photodetectors with wide FoVs are suitable for sensing contact or near-surface (<
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50mm) activities such as touch and hover [29, 31, 56], and ambient light illumination [62] in general.
Narrow FoVs can be achieved with optical masks to extend the sensing range for hand (> 0.2 m) and whole
body (> 1 m) activities. Adding to the benefit of low sensing granularity, OptoSense can also better protect
user privacy by confining sensing within a desired proximity and locality.

¢ Sensing perspective: OptoSense has tremendous freedom of deployment on various everyday objects
to sense not only changes in the environment but also the changes of the object itself in relation to the
environment. We recognize the difference in sensing perspective as egocentric or allocentric, i.e., if the
frame-of-reference is located within or external to the perceiver (sensing system) [23]. In a egocentric
perspective, OptoSense uses its host object as the frame-of-reference and observes activities in its own
coordinates. Typically the sensors are deployed on stationary surfaces such as walls, floors [57], desks, and
electric appliances to pick up ambient light interference to sense user activities at those particular locations.
In an allocentric perspective, the frame-of-reference is within the environment, and OptoSense senses
activities of the object in world coordinates. Typically the sensors are deployed on mobile objects such as
the human body [62], doors, drawers or book pages, and they use motion-induced ambient light changes
to infer activities about those objects themselves. Note that how to define the sensing perspective is within
the context of the activity; a light-sensing wristband is considered egocentric when it is used as a touch or
hover input device [29, 31], but it is allocentric when used to detect walking activity from swinging arms.

5.2 Design Space

Once we have the parameters, we can now draw a design space for OptoSense. Following the decisions made on
each parameter, we divide the designs into 2 X 3 X 2 X 2 = 24 categories, and within each category there is a rich
set of applications based on small variations of use cases, locations, form factors, and beyond. The representative
applications listed in Fig. 5, which are by no means exhaustive, demonstrate the promise of OptoSense.

In the design space, applications demonstrated in past research are predominately in the set of {0D/1D, explicit
interactions} and {2D, implicit activities}, all having wide FoVs and mostly egocentric perspective. We pick a
few applications that are diverse and unique to our work for evaluation (highlighted in Fig. 5), described in
detail in the following implicit and explicit application sections. We also make a few suggestions of possible
use cases of OptoSense in potential applications. Occupancy detection from blocking of ambient light can be
implemented on a seat, at a parking space, or around an office desk; position and activity information can be
sensed from a door, a wall, or a ceiling. As a wearable, OptoSense can be placed on the head, neck, shoulder,
wrist, and foot for activity sensing, position tracking, or gesture input. Placed on an object, OptoSense can sense
flipping, touching, hovering, opening, moving, shaking, and other manipulations using ambient light. Many of
the listed applications are set in indoor scenarios due to the fact that a great variety of everyday surfaces and
objects with which we interact belong indoors. However, OptoSense can be used for outdoor applications such as
sensing walking activity, plant sunlight exposure for precision farming, or wild animal and livestock activity
monitoring, all self-powered by abundant sunlight. All of these applications would benefit from the cost, power,
form factor, and privacy implications of OptoSense.

5.3 Design Guidelines of OptoSense
Given the capabilities and design space of OptoSense, here we list a few application design guidelines:
e Bring sensors closer to activities: Unlike cameras, conformal form factors allow OptoSense to be tightly
integrated with physical objects and share many properties such as orientation and motion. Bringing

OptoSense closer to its target activity (e.g., put inside a drawer for opening detection) helps to obtain high
fidelity signals with low resolution sensors and low complexity algorithms.
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Fig. 5. Design space of OptoSense showing example applications including previous work (shaded in dark gray) based
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combinations to encourage more applications to fill the space.

e Bring activities (optically) closer to sensors: In situations where OptoSense cannot be physically close
enough to its target activity (e.g., indoor traffic sensing), optical masks can “bridge the gap” optically. In
doing so one must also consider the trade-offs such as a more obtrusive form factor as the tunnel height
increases. Additionally, a narrow FoV means a smaller observation area and susceptibility to artifacts, such
that a more uniform and stable background is preferred to an uneven or noisy ambient light background.

¢ Bring photovoltaics closer to light: Leveraging the flexible form factor of OptoSense, PV cells can be
positioned or oriented differently from sensors to maximize ambient light exposure. Examples include the

Application
Agriculture sunlight meter, seat/parking occupancy sensor
Object open/close detection (Section 6.1)
Presence detection (Section 6.2)
On-glasses head tracking
Liquid type/level (Section 6.3), desk occupancy sensor
Walking activity (Section 6.4), animal activity sensing collar
Indoor traffic sensing (Section 6.5)
Full body gesture recognition [57]
Object/wearable light-based indoor positioning [62]
Indoor occupancy/location/activity monitoring
Button, 0D touch/hover input [31, 56]

Interactive flip cards

Screen-based pointer

Slider, 1D touch/hover input [29]
Dancing/cheering smart bracelet

1D hover input at extended range

Trackpad, 2D touch/hover input (Section 7.1 & 7.2)
Motion tracking game controller

2D hover input at extended range (Section 7.3)

edge and front of a door, inside and outside of a container, dorsal and ventral side of an arm, etc.

6 IMPLICIT ACTIVITY SENSING APPLICATIONS

In this section, we demonstrate the use of OptoSense for everyday activity sensing through the detection of
object open versus closed states, human presence, liquid properties, walking activity, and indoor traffic. For each
sensing modality, we describe the detection algorithm, evaluation procedure, and results. Note that all detection
is achieved with low-complexity rule-based algorithms designed for OptoSense’s low-power microcontroller.
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6.1 Open Versus Closed State Detection

Our 0D sensor with a wide FoV can be deployed on doors, drawers, closets, cupboards, mailboxes, fridges,
pill bottles, etc., where opening those objects results in exposure to light, and closing blocks the light from an
allocentric perspective. We choose the door and pill bottle as two examples of different scales. Albeit simple,
the two examples here show that ambient light as a general-purpose signal can be sensed with high fidelity by a
low-power photodetector strategically integrated with surfaces of everyday objects.

For door state detection, we placed the 0D OptoSense prototype on the edge of a door, with the photovoltaic
facing outside. For pill bottle state detection, we placed the 0D OptoSense prototype on the inside of the flip top
cap of a commodity pill bottle, with the photovoltaic wrapped around to the top of the cap. Fig. 6 (a) (c) shows the
setup of both experiments, where photovoltaics could harvest energy from ambient light regardless of the open
versus closed states. We set the ambient light intensity at three levels: 250 lux, 500 lux, and 750 lux. Note that
these conditions were selected based on previous research on indoor illumination levels and human activities in
indoor illumination [4, 15, 34]. Under each lighting condition we repeatedly opened and closed the door or the
pill bottle 50 times to test our detection threshold.

Door Opening Detection Pill Bottle Opening Detection

—— 250 lux —— 250 lux

—— 500 lux 035 —— 500 lux
—— 750 lux
030 ----  threshold

08 —— 750 lux
== threshold

Relative Sensed Light Intensity
s o
s 8
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(a) (b) (©) (d)

Fig. 6. (a) 0D OptoSense prototype attached to an office door. (c) A pill bottle’s cap has the 0D OptoSense prototype attached.
(b) Sensed light intensity at door and (d) pill bottle at three different ambient lighting levels, indicating a clear threshold for
distinguishing open (above the threshold) and closed (below the threshold).

As shown in Fig. 6 (b) (d), the open and closed states can be easily distinguished across all ambient light levels.
We converted the sensor readings to relative light intensity by dividing over the maximum value when the sensor
was saturated. As expected, the ambient light level greatly affects the open state sensor reading, and the closed
state remains almost unchanged. We achieved 100% detection accuracy of door and pill bottle opening events
with thresholds of 0.17 and 0.08, respectively.

6.2 Presence Detection

Our 0D sensor with a narrow FoV can be used to detect human presence in an egocentric perspective within
meters, since the human body blocks a much larger area of ambient light than a hand as seen from a photodetector.
The application we developed is to detect a human approaching a door or a corner and show alerts (e.g., with
LED lights or a display) on the other side for collision avoidance. The sensor can be easily attached to surfaces
and aimed towards incoming traffic. Our algorithm is based on the ambient light blocking ratio ¢ by a human
body against the illumination background. Compared to other types of sensing such as a proximity sensor or a
camera, our approach is passive, low-power, and privacy-preserving.

We evaluated the application on 10 participants (8 male, 2 female) in lab. We instrumented 0D OptoSense with
an optical mask of 10 mm light tunnels on a door at the height of 1 m. The door faced a hallway of two-way
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traffic with 250 lux ambient light illumination. For consistency, all prototypes (0D, 1D, 2D) with the optical masks
were evaluated under the same level of ambient light (250 lux) to provide a baseline of performance for brighter
ambient illuminated conditions. Each of the 10 participants was instructed to walk towards the door until their
presence was detected by the sensor, with a detection threshold set to ¢ = 0.2.

Fig. 13 (a) shows our experimental setup and the maximum distance at which the presence was detected for
each of the participants averaged over five trials. As a result, we achieved an average detection range of 1.39
m (SD = 0.324 m), with a maximum of 1.89 m and a minimum of 0.92 m, which should be far enough to alert
the other side to avoid collision. We did not observe false positives when no human participants were within
proximity of the sensor. We observed that the distance of presence detection was affected by the body frame
of the participant as well as the color of their clothes. Participants with larger frames wearing darker-colored
clothes were detected at greater distances compared to those with smaller frames wearing light-colored clothes,
due to the amount of ambient light blocked by objects of different sizes and light absorption.

6.3 Liquid Sensing

We waterproofed 1D OptoSense with wide FoVs in a transparent polymer (PDMS) in order to explore whether it
could identify the type and level of liquid in an open container from an egocentric perspective (see Fig. 7). By
measuring the ambient light occlusion along one dimension, we can quantify and identify translucent or opaque
content in an open or transparent container. Specifically, when liquid is poured into a container, pixels submerged
below or close to the liquid level will receive less ambient light compared to the higher pixels (we always keep
the highest pixel above the liquid level to capture a reference value of the ambient light). The gradients between
pixels can be used to infer the liquid type and level. Compared to other sensing modalities that only detect liquid
level (e.g., capacitive, resistive) or type (e.g., fiber optic, ion sensor), ambient light sensing is feasible for both
of the tasks using simple rule-based methods that run on a low-power microprocessor without sophisticated
features or machine learning.
Our algorithms for liquid type and level detection work as follows:

o Liquid Type Detection: From our observation, the ratio of the light intensity at the bottom pixel (when
submerged in the liquid) to the top pixel (always above the liquid level) is a reliable indicator of the liquid
type. The less transparent the liquid, the smaller the ratio. We use that ratio to classify the liquid type using
thresholds from empirical measurements. Since liquid will always submerge the bottom pixel first, the ratio
can also serve as an activation for both liquid type and level detection such that we do not start predicting
if the bottom pixel is not fully submerged in the liquid and the ratio is too small.

o Liquid Level Detection: From our observation, the first derivatives of neighbouring pixel measurements
are always at the largest for the pixels closest to the liquid level. Therefore, we rank the gradients of
neighbouring pixels, selecting the top two largest gradients wy, w, and identifying their corresponding
upper pixel heights hy, h;, and use those gradients as weights to interpolate the liquid level as weighted
average h = (wihy + waha) /(w1 + w2).

Our 1D liquid sensing prototype has 1 x 8 photodetectors with 15.2 mm between pixels, summing to an effective
measurement range of about 110 mm. We collected data using a transparent glass cup with 4 types of drinks
(black coffee, sweet tea, orange soda, and milk), 3 indoor lighting conditions (250 lux, 500 lux and 750 lux), and 21
liquid levels from 0 to 100 mm with 5 mm intervals, for a total of 4 X 3 X 21 X 8 = 2106 data points. The result of
liquid type detection and the root mean squared error (RMSE) of liquid level detection versus actual liquid level
is shown in Fig. 7.

Based on the measurement, the ratio for liquid type classification was chosen to be no liquid: [0, 0.1), orange
soda: [0.1, 0.39), sweet tea: [0.39, 0.6), black coffee: [0.6, 0.83), and milk: [0.83, 1]. The classification rule was quite
robust across all lighting conditions, leading to an overall accuracy of 90.35%. For the liquid level detection, our
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Fig. 7. (a) 1D OptoSense used for liquid sensing. (b) Raw signal in a 500 lux ambient light environment and liquid level at 45
mm for four types of liquid. (c) RMSE of liquid level detection and (d) confusion matrix for liquid type detection averaged
over all ambient light conditions.

approach has led to an average RMSE of 5.6 mm across all lighting conditions. Milk was the most accurate, with
an average RMSE of 3.6 mm compared to orange soda with an average RMSE of 9.1 mm. The average RMSE of
liquid level detection was similar across all lighting conditions. The results indicate that the liquid level detection
is more accurate for light-absorbent types and less for the transparent types. We believe the less distinctive
liquid-air gradients for the latter contributed to the error of liquid level measurement.

While we only collected data for liquid sensing in a transparent glass container, we observed that it would also
work for non-transparent containers such as a ceramic mug. The pixels lower to the bottom of the mug receive
less ambient light due to occlusions such that calibration is needed. Users can take measurements in an empty
mug once to record background ambient light intensities for future uses. Our liquid sensing is based on visible
light absorption by the liquid, which will not work for transparent liquids such as water. However, OptoSense
can use narrow-band photodetectors to sense liquids that absorb light outside the visible spectrum (e.g., infrared
or ultraviolet for water detection) or to detect the color of the liquid for more granular liquid type detection.

6.4 Walking Activity Detection

With a flexible form factor, the 1D photodetector array with wide FoVs can be wrapped around a user’s wrist
like a wristband to sense walking activity from an allocentric perspective. As the user walks, their arms swing
back and forth, creating periodic occlusions between their arms and torso. With photodetectors to sense the
oscillating light patterns, we can use the information to detect walking activity and do step counting in a more
energy efficient way compared to other technologies such as inertial measurement units (IMUs).

We use the same 1 X 8 photodetector array on polyimide substrate for this step counting application. For our
system to work, the user just needs to wrap the wristband on either arm in any orientation. The rationale is that
there will be photodetectors facing inward toward the body and away from the body, and our algorithm will
automatically detect the orientation from the user’s walking activity. For step counting, our approach is also
rule-based,; it is computationally inexpensive yet robust against changing ambient light. Our algorithms for step
counting is as follows:

e Orientation Calibration: We calibrate the orientation and identify the pixels facing the body (signal +
reference) or facing outward (reference) as the user takes a few steps. We calculate the standard deviation
of each pixel from a few seconds of pixel data, and we use the two pixels of highest standard deviation as
body-facing and the lowest two as outward-facing.

o Step Counting: We calculate the means of body-facing and outward-facing pixels and use the difference
between the two as a signal for step counting. From the signal we calculate the first derivatives between
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two time frames as an indicator. When the arm swings past body the indicator is at its maximum positive
or negative value depending on its motion direction. We identify these peaks with an empirical threshold
and use the number of peaks as the steps of the user. The signs of the peaks can be used to identify the left
and right steps depending on which arm wears the sensor.

Sensor Signal During Walking Activity Counted steps per 100 actual steps
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Fig. 8. (a) 1D OptoSense used as step-counting wristband and (b) its raw signal when arm swings to the maximum magnitude
in the opposite direction. (c) Step counting results for 12 participants in constant and dynamic ambient lighting.

We conducted the evaluation on 12 participants (10 male, 2 female) in the lab. We asked them to wear the
wristband on either of their arms and walk at a normal speed in an approximately 4 m x 6 m loop, counting
their steps aloud for every other step. The software uses the first ten seconds of data for orientation calibration
and then begins counting steps. We let the user walk 100 steps after the calibration was done and recorded the
detected steps. We conducted the walking experiment in two sessions of constant and dynamic ambient lighting
environment. In the first session, light was near uniform (~250 lux) on the walking path with regular ceiling
illumination; in the second session, we provided additional lights to increase the light intensity at one side of the
loop to 750 lux while the other side remained at 250 lux, such that the user would be walking in dynamic ambient
light of 250-750 lux. In total we collected 2 conditions X 100 steps X 12 participants = 2400 steps. As shown in Fig.
8, an average of 98.8 (SD = 3.86) of the 100 steps were detected under constant light and 99.3 (SD = 3.75) under
dynamic light. Overall, the algorithm has shown robust performance in different ambient lighting environments.

The 1D OptoSense can be also used to classify other activities such as arm curls or jumping jacks, or it can be
moved to other on-body locations. Ambient light-based step counting would not work well if the wristband is
covered by sleeves, or if the user is walking without swinging their arms (e.g., with hands in pockets or holding
bags), or if the user’s arm swing is too weak. These situations can be avoided by moving the 1D OptoSense onto
shoe collars.

6.5 Indoor Traffic Sensing

By narrowing the sensors’ FoVs and extending their range of sensing via an optical mask with 10 mm light
tunnels, we developed 1D OptoSense for indoor traffic sensing (Fig. 13 (b)) from an egocentric perspective. The
system can be mounted on the wall of a hallway or next to an entry or exit, or on the shelf of a retail store
to sense a passing human and their direction of motion for indoor traffic control or surveying purposes. For
situations where it is critical in monitoring room occupancy, indoor traffic, or social distances, OptoSense can
be deployed close the entry, exit, or on the line-keeping stanchions to monitor traffic flow. The sensors can
detect human motion at a distance of one meter using a 1D version of Motion History Images (MHI) and Global
Gradient Orientation described by Bradski and Davis [5]. Unlike commonly used off-the-shelf passive infrared
(PIR) sensors which can only detect the presence of motion, our system can detect both the speed and direction
of motion, and has a flexible form factor that can fit in corners or curved surfaces.
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We evaluated the modified 1D 1x 8 OptoSense with 10 participants (8 male, 2 female) in a hallway of 250
lux illumination. The system was instrumented on the wall at the height of one meter, parallel to the floor and
facing the opposite wall. Participants were instructed to walk past the sensor at a one meter distance with their
normal walking speed, in both directions, for a total of 20 times. In sum, we collected 20 trials X 2 directions
X 10 participants = 400 samples. The overall accuracy of indoor traffic detection was 91% (SD = 4.25) across all
participants, with a false negative rate of 6.8%. Fig. 13 (b) shows the system setup and the confusion matrix of the
results. We did not observe false positives when participants stood by before or after walking.

As with the 0D presence detection application, we observed similar effects of the user’s body frame and color
of clothes on both the detection range and false negative rates. In this application scenario of hallways, the
sensors are typically facing another wall within a few meters, such that the contrast between the user’s clothes
and the wall will have a greater effect on detection. Using narrow-band (e.g., visible, infrared) optical filters or
photodetectors to detect subtle differences of light signals can compensate for the effect. Also, the current system
cannot distinguish multiple persons in its FoV, which can be compensated by using multiple systems at different
locations.

7 EXPLICIT INTERACTIONS ON EVERYDAY SURFACES

We now discuss the use of OptoSense to enable touch and hover interactions on everyday surfaces. Specifically,
we implement and evaluate 2D sensors for multitouch and hover inputs (Fig. 9). For hover inputs, we also
investigate using an optical mask for extending its sensing range. Similar to the previous section, algorithms for
2D OptoSense are designed and run on a low-power platform with rule-based methods.

(@) (b) (© (d)

Fig. 9. 2D OptoSense used for interactions: (a) multitouch and (c) hover input. (b)(d) Raw signals of 2D photodetector arrays
are rendered with a heatmap.

7.1 Multitouch Input

Multitouch input on OptoSense is designed to use continuous tracking of finger touch locations similar to a
trackpad, using 2D sensors with wide FoVs in an egocentric perspective. There are many scenarios where a
self-powered interactive surface capable of detecting 2D multitouch input would be desirable, particularly when
interactive surfaces are integrated into large everyday surfaces (e.g., walls, windows, furniture, etc.) or mobile
objects where tethered power or batteries are not preferable (e.g., cups, garments, frames, etc.). For instance,
OptoSense can be used for note taking on walls; collaborative sketching in a meeting room; volume, light or
temperature controls on electric appliances; or emergency buttons that can be widely distributed. Compared to
capacitive or resistive touch sensing, OptoSense can work with objects not capacitively coupled to ground (e.g.,
while wearing gloves, using a stylus or even a laser pointer), can be contact-free, and is self-powered. OptoSense
can be wirelessly connected using a standard Bluetooth Human Interface Device (HID) profile to BLE-enabled
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devices such as smartphones and smart hubs that support interactive applications or relay input events to the
cloud.

To extract the touch location, we again apply low-power O(n) complexity algorithms to the ambient light
blocking ratio ¢ of 2D photodetector arrays, where n is the total number of pixels. Photodetectors periodically
measure ambient light intensities and use this value as background should the signal be stable between frames.
During an interaction, the instantaneous signal strength of ¢ from one or multiple photodetectors surpasses a
threshold, and an input event is detected. The threshold is dynamic and can adjust itself based on the ambient
light background. To extract the locations of touch points, we use the Vincent-Soille watershed algorithm [42] for
region-based segmentation and extraction of local minima. After segmenting the regions of each touch point, we
extract the (x, y) location of touch points by center of mass and assign an ID for each. Time complexity of this
entire procedure is O(n). To track the IDs of touch points between two sequential frames, the Minimum Distance
First (MDF) method described by Simmons et al. [47] is used with a time complexity at most O(m?), where m is
the number of points being tracked; in our case m = 5. Depending on the use case, we can adjust the number of
tracked touch points from single touch where m = 1, to potentially multi-user interactions, e.g., m = 20.

3s .
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Fig. 10. Five touch locations on the 2D photodetector array with three resolutions. The detected touch locations are rendered
with 95% eclipses on relative scales with the desired locations marked with crosses.

To evaluate the performance of touch input, we conducted an evaluation on 12 participants (10 male, 2 female;
2 left- and 10 right-handed; length of index finger 8.2~11.5 cm (Mean = 9.4, SD = 0.86) ). Each participant was
asked to touch five locations on the photodetector array {top left, top right, center, bottom left, bottom right}
with the index finger of the dominant hand, one location at a time. The set of locations was selected to cover the
entire range of possible touch locations in 2D. We explicitly picked locations centered between four neighboring
pixels (Fig. 10) to fully test how pixel resolution affects touch sensing. Each touch location was repeated four
times, and the entire set was randomized.

We investigated two factors which can potentially affect our sensing performance - resolution and ambient
light intensity. While keeping the surface area the same size of 50 mm X 50 mm, we varied the resolution of the
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photodetector array to be {4 X 4,6 X 6,8 x 8} which corresponds to an inter-pixel distance of {6, 9, 12} mm while
fixing the ambient light intensity to 250 lux. Then we varied the ambient light intensity to {250, 500, 750} lux
while using the 8 X 8 array. The order of test conditions within the same category was arranged with a 3x3 Latin
square. In total, 1200 touch trials were collected (5 locations X 4 repetitions X 5 conditions X 12 participants).

The detected touch locations of all participants are rendered in Fig. 10, with Fig. 11 showing the analysis. On
average, we achieved a false negative rate (i.e., percentage of touches missed) of 7.36%. For touch trials that were
detected, the overall mean distance error was 5.57 mm (SD = 2.49). During the user study, participants were also
asked to hover their finger 3 cm and 1 cm above the 5 locations of sensors for all conditions, and misclassified
touches were recorded for false positive investigation. At 3 cm above the photodetector array, the false positive
rate was zero, and at 1 cm the overall false positive rate was 19.5%. We did not observe any false positives from
participants standing and walking around the sensor (i.e., with no finger or hand hovering above).

As we expected, the pixel resolution has a great impact on the touch tracking accuracy and false negative
rate. However, ambient light intensity has a minimal effect on both. Interestingly, we observed that the detected
locations deviate to the bottom and right of the desired locations, collocated with the actual pixels blocked from
light by the index fingers as 10 out of 12 participants were right-handed. With a finger above at 1 cm, the top left
location showed the highest false positive rate of 35% compared to the lowest bottom right of 5%, as more pixels
were affected by the shadow of a user’s finger and hand. We also noted higher false positive rates at an ambient
light intensity of 500 lux (22.7%) and 700 lux (16.8%) compared to 250 lux (5.6%) due to the fact that additional
light was provided primarily by direct light from above rather than diffuse light from other directions, which
contributed to the high standard deviation in Fig. 11 (d).
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Fig. 11. Result of the 5-point touch study. (a) Mean distance error of detected touch location vs actual location, averaged per
test condition and (b) per touch location. (c) Average false positives of hovering finger 1 cm above the touch locations. (d)
False negatives averaged per test condition.

The results show that ambient light-based touch detection works best when light comes uniformly from all
directions in a mainly diffuse light field and less accurately with a small number of strong direct light sources.
Another challenge is the blocking of light from a user’s fingers and hands which results in deviations of touch
location detection. This issue can be mitigated by having additional knowledge about the object, in our case the
size, finger shape, and models of hand-finger association, to implement rejections of palm and false touches for
improving touch tracking performance.

7.2 Hover Input

Hover input on OptoSense is designed for discrete gestures 1 cm above the surface, using 2D sensors with wide
FoVs in an egocentric perspective. Having surfaces capable of detecting hovering input enables contactless
microinteractions for situations where physical contact is not desirable. For instance, OptoSense can be used for
media controls in the kitchen, where the user with dirty hands can gesture to play or pause a cooking tutorial;
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interactive displays for public spaces where contact should be avoided for hygiene reasons; or rapid interactions
that demand little visual attention, such as switching radio stations while driving.

To investigate hover sensing with OptoSense, we select four exemplar swiping gestures {swipe up, swipe down,
swipe left, swipe right} which users can use to interact with smart devices without touch. We use Motion History
Images (MHI) and Global Gradient Orientation [5] to extract the direction of swipe gestures. Similar to touch
input, we use dynamic thresholding to detect the input event, calculate MHI and its gradient orientation for each
frame, and use the average of gradient orientation from all frames to determine the swiping direction. The entire
input detection framework has a time complexity of O(n).

We conducted the evaluation on the same 12 participants with the same variation of pixel resolution {4 X 4, 6 X
6,8 x 8} and ambient light {250, 500, 750} lux conditions as the previous touch evaluation. Each participant was
asked to perform the 4 swipe gestures X 5 repetitions = 20 trials in random order per condition, which resulted in
a total number of 1200 swipe trials. We also recorded the detection result when participants stood by without
performing gestures to investigate false positives.

4x4 array, 250 lux 6x6 array, 250 lux 8x8 array, 250 lux 8x8 array, 500 lux 8x8 array, 750 lux

Swipe Right

Swipe Left

Swipe Up

True label

Swipe Down

No Gesture

Predicted label

Fig. 12. Confusion matrices for four directional swipes across three pixel resolutions and three ambient light intensities.

Overall, we achieved a 93% accuracy (SD = 3.62) across all participants, a zero false positive rate, and a false
negative rate of 1.6%. Under 250 lux ambient light, the 4 X 4 array showed the lowest accuracy of 82.2% compared
to 6 X 6 0f 95.1% and 8 X 8 of 94.7%, and the highest false negative rate of 6.3%, as shown in Fig. 12. We believe
that the 4 X 4 resolution is simply too low to capture the motion direction robustly. We also found that the
changing ambient light level had minimal effect on the recognition accuracy and false negative rate. While most
participants found swiping gestures intuitive and easy to perform, one common feedback was that swipe down
was not as effortless as the others as it was both more time-consuming (requires the user to move hand around
the sensor to the top position and then perform the swipe down gesture) and also more difficult to keep the path
straight. This difficulty was also reflected from the confusion matrices as swipe down was frequently confused
with swipe left due to the fact that the majority of the participants were right-handed - they unconsciously
shifted their hands to bottom left during the swipe down gesture.

Though the results show promise, we caution that more tests should be done with a wider variety of real-world
scenarios. The set of gesture input is also limited to four directions as examples. With higher resolution and
potentially the use of machine learning, we envision OptoSense supporting more subtle gestures involving palm,
fist, and fingers in the future.

7.3 Hover Input with Extended Range

To maintain a high signal-to-noise ratio, the range of hover gesture input demonstrated previously is effective
only within around 50 mm above the sensor. Here, we show how in-air gesture input at greater distances can be
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achieved using sensors with narrow FoVs. Fig. 13 (c) shows an optical mask with 8 X 8 tunnels of 10 mm length
attached to 2D OptoSense, increasing the range of input to 200+ mm above the surface. The rest of the system,
including the gesture set and the sensing techniques are kept the same as those described in 2D Hover Input.
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Fig. 13. Extended range applications of OptoSense using optical masks of 10 mm light tunnels: (a) 0D application — presence
detection to send alert to the other side of the door. (b) 1D application — indoor traffic detection. (c) 2D application - in-air
swiping gesture input at a distance of 20 mm.

We evaluated the modified 2D 8 x 8 OptoSense with 10 participants (8 Male, 2 Female) under 250 lux illumination.
Similar to the previous evaluation of swiping gestures, participants were instructed to perform the same set
of gestures {swipe up, swipe down, swipe left, swipe right} X 5 repetitions = 20 trials in random order, which
resulted in 200 trials collected in total. The difference was that we asked the participants to perform the swiping
gestures in air at 200 mm above the sensing surface.

We achieved an overall 90% accuracy (SD = 1.25) across all participants and a false negative rate of 3.5%. This
result was comparable to the 94.7% accuracy of the near-surface hover input with the same apparatus but without
the optical mask. No false positives were observed when participants stood by without performing gestures. Of
the four gestures, swipe up (88%) and swipe down (80%) showed lower accuracy compared to swipe left (98%)
and swipe right (94%) since it is more difficult to align with the sensors in this (anteroposterior) axis at a height
of 200 mm. Although OptoSense can still detect gestures at a height greater than 200 mm, aiming and alignment
with the sensors will become increasingly difficult for the user, which in turn decreases detection accuracy.

8 ORGANIC SEMICONDUCTOR DEVICES FOR AMBIENT LIGHT SENSING SURFACES

In the previous sections we demonstrated the feasibility of self-powered ambient light sensing surfaces using
off-the-shelf silicon-based photodetectors. For the goal of ubiquitous sensing surfaces, the form factor and the cost
for silicon photodetectors are the current main challenges of OptoSense. To address such challenges, we start to
investigate the implementation of a fully-flexible 2D photodetector array developed with organic semiconductor
(OSC) devices fabricated with an additive manufacturing process.
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8.1 Emerging Optoelectronics

Emerging optoelectronic devices based on organics, perovskites, 2D and hybrid semiconductors offer exciting
possibilities for OptoSense because they can be fabricated at a low cost on flexible substrates. In particular, organic
semiconductor (OSC)-based optoelectronic devices offer a promising material platform because they can be
processed over large areas at low temperatures using cost-effective high-throughput manufacturing technologies,
such as printing and roll-to-roll coating. OSC devices can be fabricated on plastics [48], paper [25, 53, 58] or
transfers laminated onto other substrates [19, 69], including stretchable ones [37, 61]. Furthermore, OSC devices
can be engineered to be transparent or semitransparent [20, 31, 54, 68, 69], which may enable seamless integration
with everyday objects.

8.2 2D OSC Photodetector Array: Preliminary Work

Relative Sensitivity 0.0 0.2 0.4 0.6 0.8 1.0

©

Organic
Si

2.54 cm

|Current| (A)

v

0.5 cm

| B Aluminium
1.5 cm Tape
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

Photodiode  Blocking Diode Voltage (V)

() (b) (d)

Fig. 14. Sensing surface developed with organic optical sensors. (a) Fabrication process of an organic sensor pixel. (b) A 4 X 4
optical sensor array developed on a polyimide substrate, with each individual pixel using an organic photodiode (OPD) and
an organic blocking diode. (c) Angular directivity of the organic optical sensor. (d) Irradiance-dependent steady-state current
density vs. voltage (I-V) characteristics of a single pixel comparing organic and silicon devices.

We developed a 4 X 4 optical sensor array with OSC devices fabricated separately and then mounted on a
polyimide FPC with conductive adhesive transfer tape (3M 9703), shown in Fig. 14. Each individual pixel consists
of an organic photodiode (OPD) and an organic blocking diode connected by their cathodes using aluminum
tape. As an electron-collecting electrode, we use a Ag layer coated with polyethylenimine (PEIE). A blend of
highly regioregular poly(3-hexylthiophene-2,5Diyl) (P3HT) mixed with [6,6]-phenyl-Cg;-butyric acid methylester
(PCBM) is used as the photoactive layer for the OPD, and fullerene (Cg) for the blocking diode. MoOs followed
by a Ag layer is used for the hole-collecting electrode/interlayer. Both OPDs and blocking diodes were fabricated
using spin coating and thermal evaporation techniques on polyestersulfone (PES) substrates. The entire circuit of
the 4 X 4 sensor array was heat laminated with a transparent thermal lamination pouch.
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We evaluated the sensor performance by measuring angular directivity and irradiance-dependent steady-state
current density vs. voltage (I-V) characteristics of a single pixel. The angular directivity of the organic pixel was
measured by varying the incidence angle of a laser beam cast upon the OPD. I-V characteristics were measured
by applying an electrical bias to a sensor using the voltage source output of an electrometer (Keithley 2400),
averaged over a set period of time. The illumination over the sensor was provided by a incandescent bulb with
variable power. We measured 11 sets of illumination levels (0 to 1k lux over the sensor with 100 lux steps) X 61
sets of voltage bias (-1.5 to 1.5 V with 0.05 V steps) for both organic and silicon (BPW34 + BAS40-02V-V-G) pixels,
as shown in Fig. 14 (d).

The organic and silicon pixels displayed comparable optoelectronic properties: low dark current (sub-nA)
and high photocurrent (¢A) under reverse bias, linear response to irradiance in photoconductive mode, and low
leakage current (nA) under forward bias. The FoV of the OPDs was 150° (Fig. 14 (c)). The higher photocurrent of
the silicon sensor pixel was due to a higher spectral response of silicon photodiodes in the infrared (IR) range (up
to 1100 nm) while OPDs with the proposed photoactive layers absorb light at visible wavelengths up to around
650 nm; our light source (an incandescent bulb) emits heavily in the IR range. Another difference is the switch-on
voltage of the blocking diode, which was higher for organic diodes compared to silicon Schottky diodes. This
difference makes the I-V curve of an organic pixel “shift left” horizontally compared to silicon. With optimization
of the organic diode structure and materials, we can expect to reduce its switch-on voltage.

While individual OSC-based pixels may function as well as a silicon-based ones, we found that the manual cut-
and-paste assembly process introduced high inter-pixel variability and crosstalk to the circuit. This observation
demonstrates the need for a monolithic fabrication process of the entire array to ensure uniform performance
across all pixels for 2D imaging. Such a process is also desired for fully-automated large scale manufacturing.
Furthermore, it is also desirable to use such manufacturing to produce OPV devices for energy harvesting in an
OSC-based OptoSense system.

9 DISCUSSION

We have demonstrated a self-powered ambient light sensing platform with a variety of form factors and discussed
the requirement of scaling up the system in terms of power. Here we discuss other critical factors including
ambient light, latency, and cost.

Ambient Light: OptoSense is limited in its ability to sense objects that barely absorb light, such as water or
other transparent items. It also will not work without ambient light, such as in dark environments. We considered
ambient light illumination conditions that reflect real world scenarios in our evaluations. Specifically, we studied
how ambient light intensities affect the sensing of “quick” interactions such as door opening and hover input
using three ambient light levels (250, 500, and 750 lux) and varied the ambient light intensity (oscillating between
250 and 750 lux) during the study for the “prolonged” walking activity. The results showed our methods were
robust against ambient light variations under these conditions. Darker lighting conditions might occur in practice,
though human activities are often inseparable from some ambient light. Fortunately, Si photodetectors are
sensitive even under 100 lux with a large load resistance (e.g., 1 MQ). For handling both dark conditions as well
as more regular ambient lighting, automatic adjustment of load resistance could be implemented with digital
potentiometers (DigiPOT).

Latency: Another important metric of our system is latency. The time required for wireless communication is
not affected by the number of pixels since the detection result being communicated is of fixed length; however,
signal acquisition and local computation is affected by the number of pixels. For instance, each ADC sampling
takes 10us, resulting in our 8 X 8 system requiring at least 0.64 ms for sampling all pixels. We found this refresh
rate fast enough for interactive systems, and even systems with larger scales — a system with 100x100 pixels
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should take around 0.1s to complete one frame, though “rolling shutter” effects might be caused by these minute
delays. In that case, a circuit design with a global shutter might be desired.

Cost: All components of OptoSense are low-cost: microprocessor $2.87, photovoltaic $0.06/cm?, and photodiode
$0.31. Considering that the number of photodiodes is proportional to the sensing area, one major cost in large-scale
ambient light sensing surfaces is the silicon photodiodes. Although no OPD is available in the market, commodity
OPVs can be found for around $0.01/cm? [17], and some experts estimate the cost can be as low as $0.001/cm? [3].
We estimate the cost of large-scale systems can be reduced by at least 90% with the use of OSC devices.

10 CONCLUSION

In this work we presented the OptoSense system as a self-powered ambient light sensing surface for activity
sensing and interactions. We provided a design framework of self-powered ambient light sensing surfaces and
developed a variety of applications based on different design choices of activity type, sensing dimensions, sensing
range, and sensing perspective. We demonstrated OptoSense as a versatile, robust, accurate, and privacy-compliant
sensing technology. To address the limitations of silicon-based devices, we investigated the use of OSC devices,
showing a promising direction for ambient light sensing in future work. OptoSense has shown advances over
prior work by unlocking unique sensing modalities. Taken together, we believe our sensing framework, system
implementation, and findings through evaluations will make ubiquitous sensing and a wide range of applications
more practical in the future.
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